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FairCom Typographical Conventions 

Before you begin using this guide, be sure to review the relevant terms and typographical 

conventions used in the documentation. 

The following formatted items identify special information. 

 

Formatting convention Type of Information 

Bold Used to emphasize a point or for variable expressions such 
as parameters 

CAPITALS Names of keys on the keyboard. For example, SHIFT, 
CTRL, or ALT+F4 

FairCom Terminology FairCom technology term 

FunctionName() c-treeACE Function name 

Parameter c-treeACE Function Parameter 

Code Example  Code example or Command line usage 

utility c-treeACE executable or utility 

filename c-treeACE file or path name 

CONFIGURATION KEYWORD c-treeACE Configuration Keyword 

CTREE_ERR c-treeACE Error Code 
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1.  Introduction 

FairCom is pleased to deliver another c-treeACE release. V11 is 

packed with new featuresðfrom minor enhancements to major 

breakthroughs.  

We have implemented many corrections to make our latest release 

the best ever. For a list of these corrections, be sure to see the V11 

Release Notes (http://docs.faircom.com/doc/v11rel). 
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2.  V11: One Database. Countless 

Possibilities. 

FairCom proudly announces Version 11 of its industry-leading c-treeACE database. 

c-treeACE is a modern multimodel database, empowering your application to work directly with 

non-relational data models (NoSQL) and SQL simultaneously. c-treeACE includes:  

¶ An ANSI-compliant RDBMS SQL engine with the flexibility to interact with your data and 

integrate into other systems. 

¶ A fully ACID-compliant non-relational data management core (NoSQL) with an advanced 

low-level indexing infrastructure (i.e., Key-Value Store). 

c-treeACE permits NoSQL and SQL access over a single instance of the same data, regardless 

of your data model. You get incredible performance, control, and reliability of an alternative 

non-relational (NoSQL) data model combined with the standards, ease-of-integration, and easy 

ad hoc query support of SQL. This single database offers countless possibilities. 

With a comprehensive set of SQL and NoSQL interfaces providing full read/write access to your 

data, c-treeACE is the original multimodel database. In fact, over the years we have helped our 

customers use this advanced multimodel data management infrastructure to implement a number 

of alternate data models, including: object model; network linked-list model; advanced proprietary 

models; record-based models; relational models; and many more. 

The underlying c-treeACE architecture is a fully ACID-compliant, all-encompassing advanced 

data store. With many database fundamentals, such as ACID-compliant transactions, row and 

key level locking, deadlock detection, and more implemented at the NoSQL level (our 

record/tuple oriented API), you can mix and match any combination of interfaces over a single 

instance of your alternative data model. 

 

 

Upgrade to c-treeACE V11 

With over 300 enhancements to our previous major release of the c-treeACE database, this guide 

highlights the top reasons why you should upgrade to c-treeACE V11 today. 
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2.1 FairCom and Current Database Technology Trends 

FairComôs c-treeACE database technology enjoys a rich 35-year history as we continue to watch 

the database industry thrive and change. In fact, at no time in technology history has the 

database landscape shifted more, and faster, than the last several years. Quickly-changing 

technologiesðand terminologiesðbring many new options and questions to data developers and 

consumers. 

A History of Strength 

FairCom has always been and remains a champion of solid Online Transaction Processing 

(OLTP) solutions and flexible data access. We continue to strive to bring you fast, dependable 

database technology while challenging ourselves to deliver the richest data access toolset on the 

market. This includes our extensive assortment of ISAM and SQL APIs as well as our unique 

ability to broaden this scope with implementations of SQL access over non-traditional, 

unstructured data. 

Non-relational alternative data models, including record-oriented (ISAM) technology, are 

categorized today, by many, as ñNoSQL.ò Newer database technologies have embraced this 

proven data storage method with many new approaches that mostly ignore a data schema.  

However, because these newer technologies lack the power of structured query language, they 

are unable to leverage data to the fullest advantage. 

Successful integrated solutions have garnered the term ñmultimodel database.ò We believe we 

are a strong contender in this new multimodel arenaðindustry analysts such as Gartner are 

agreeing, as evidenced by the inclusion of FairCom in the 2015 Gartner Magic Quadrant for 

Operational Database Management Systems. 
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What is NoSQL? 

The convergence of cheap storage and massively interconnected social, mobile, and Internet of 

Things (IoT) data has created a wealth of information to store and search. Not only sheer 

database size, but the rate of collection has contributed to newer and faster data storage 

technologies. Merging data from these disparate data sources requires different approaches than 

traditional relational database products are able to provide. 

NoSQL encompasses a wide range of technologies in attempts to solve these data challenges. 

NoSQL started as ñNot Only SQLò implying alternative approaches from structured relational 

SQL. Each of these technologies targets a specific category of data management: 

¶ Key-Value Stores - Fast indexing of unstructured data for instant retrieval without relational 

management overhead 

¶ Document Stores - Typically JSON and XML key-value stores, entire documents can be 

searched and retrieved 

¶ Graph Databases - Interconnected data nodes with relationships. Nodes and relationships 

contain properties (key-value pairs) 

¶ Column Stores - Rapid merging of disparate data sources where data is stored in columns 

rather than rows as with a traditional relational model  

In addition, an assumption of massive scalability and availability is implicit. To accomplish this, 

compromises must sometimes be made. 

Unstructured Data 

A key element of todayôs data storage involves rapidly changing data. Historically, database 

administrators spent considerable time designing and normalizing data structures for optimal 

storage size and query performanceðñdata follows the schema.ò Today, ever-changing business 

requirements dictate a need for much more flexible data acquisition. Traditional database 

schemas constrain the multiple flows of data that can be acquired. Consider merging web server 

logs with other analytic data. Much of this data fails to follow consistent data schemas. An 

ñunstructuredò storage approach is desired. If needed, a structured data query can be defined 

laterðñschema follows the data.ò 

Transactional Technology 

Traditional database technology has matured with OLTP applications. Indeed, database 

benchmarks (TPC-C, TPC-E) are typically a direct measure of OLTP performance. OTLP, 

strongly rooted in financial and inventory management systems, has classically implied the need 

for solid transaction integrity, better qualified as ACIDðAtomicity, Consistency, Isolation, and 

Durability. But transaction durability comes with a performance cost. Database vendors have 

invested heavy intellectual capital in advanced transaction technology for the utmost in 

performance. 

Horizontal scaling of these systems has remained a serious challenge due to the serial nature of 

transaction processing. Data duplication can be expensive for high-end storage systems and data 

can become out-of-sync. Eric Brewerôs CAP theorem states you can settle for only two out of 

three states of (C)onsistency, (A)vailability and (P)artition tolerance. Cache coherency issues 

come into play with multiple servers (partitioning) over a single point of data.  
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What if the absolute durability constraint can be relaxed? This is the approach taken by many 

newer database technologies. Allowing ñeventualò database consistency provides highly scalable 

systems, with the premise that searched data, while highly available, may at any times be slightly 

out-of-date. This is referred to as BASEðBasic Availability, Soft state, Eventual consistency. 

Most BASE database systems are tuned for write-once, read-often performance. Thus, multiple 

versions of data may be in the data store at any given time for a period. While acceptable for 

some applications, this would be highly questionable for financial, or other data that requires an 

absolute known state at any given point in time. 

Where We Are Today 

FairCom continues to explore all of these fronts and we find ourselves well positioned in this 

rapidly changing environment. As we progress, we are confident you will want us for your NoSQL 

solution:  

¶ FairCom has a rock-solid history of database solutions 

¶ ñMultimodel Databaseò is a great description of FairComôs database technology 

¶ FairComôs c-treeACE ISAM is a solid Key-Value ACID storage engineðFAST and 

RECOVERABLE 

¶ FairComôs c-treeACE handles unstructured data with ease 

¶ FairCom provides the most flexible data access from any interface technology, including SQL 

access over structured or unstructured NoSQL data 

Let FairCom bring value to your data with our No+SQL solutions. Check out these latest V11 

No+SQL features that make it possible to implement SQL over NoSQL data: 

¶ FILESET for queries over multiple physical files 

¶ Multi-Schema Table Support: File formats with multiple varying record types mapped virtually 

into SQL relational-compliant tables. 

¶ SQL Data Arrays for Sub-Record Read Support: Customer-specific propriety formats by 

which sub-records contain BLOBs/data blocks of embedded variable-length data records. 

¶ Data Types SDK 

Do you have a data-related problem you are struggling with? Donôt hesitate to visit with one of our 

FairCom Engineers and see if we can assist. Weôve helped companies big and small over the 

years with some very creative and powerful solutions.  

Stay Tuned! Our future gets brighter and more exciting every day! 
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2.2 Great Performance News for OLTP Applications 

Performance remains a significant goal of every database system. FairCom continues a tradition 

of advanced performance solutions balanced with solid data integrity. Our two most powerful 

OLTP operating models now have additional performance boosting controls: 

¶ A new transaction log mode for Delayed Durability 

¶ New Background Flush controls for safety of non-transaction updates 

Delayed Transaction Durability 

With full transaction control for complete ACID compliance, transaction logs are synced to disk 

with each commit operation, ensuring absolute data integrity with complete recoverability. Full, 

durable ACID transaction control enables many powerful features not available without 

recoverable log data: 

¶ Automatic database recovery 

¶ Live database backups without rebuild on restore 

¶ Replication 

¶ Transaction auditing 

The most critical of these is automatic recovery in case of system failure. Additionally, full 

transaction control remains a critical area of database performance tuning. Database updates 

must be secured in write-ahead logs for guaranteed recoverability. This comes with a 

performance impact due to the synchronous I/O requirements ensuring data is safely persisted. 

 

 Preimage (Atomicity Only) 

 

 

Full Recoverability 

 

 
 

Many applications could benefit from a ñrelaxedò mode of transaction log writes. With todayôs 

hardware stabilities and power redundancies, it is conceivable to slightly relax full durability 

constraints and still maintain acceptable risk tolerance. The balance becomes how much loss of 

recoverability these systems can tolerate. 

Allowing database administrators to balance their window of vulnerability against on-line 

performance, c-treeACE provides a new Delayed Durability (page 24) feature for transaction logs. 

Regardless of your durability setting, you will always recover to a known state in time, with full 
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referential integrity. The balancing decision becomes how current must you recover? If you are 

willing to accept guaranteed recovery, say up to one second ago, you can gain a significant 

amount of performance. 
 

This feature is enabled with the following 

configuration entry and takes as an argument 

the maximum number seconds, N, that will 

elapse between log syncs. This ensures that, 

after a commit, the transaction log will be 

synced in no more than N seconds, thereby 

allowing you to define your window of 

vulnerability. 

DELAYED_DURABILITY <N> 

The end result can approach non-transaction 

performance while ensuring committed 

transactions are persisted to storage within 

less than N seconds of vulnerability. In 

selected test cases, up to 300% faster transaction throughput has been observed when 

configured with 1 second of delayed durability. 

 

 

Windows Performance 

 

 
Legend: 

V10 - c-treeACE Database Server, Full Transaction 
Processing, 100 users 

V10.3/V1 - c-treeACE / c-treeRTG Database Server, 
Full Transaction Processing, 100 users 

V11.0/V2 - c-treeACE / c-treeRTG Database Server, 
Full Transaction Processing, 100 users, 
DELAYED_DURABILITY1 

 
Test Environment:  
Dell PowerEdge R710 machine with 2 Xeon 3.6 GHZ 
Xeon Processors with a total of 32 logical cores, 32 GB 
RAM, 600G 15000 RPM Drive, Windows Server 2012. 

 
Test Utility:  
FairComôs cttctx load test utility simulating a record 
add / read / delete sequence on 23 files with 4 indices 
per file. 100 threads x 10,000 iterations = 1,000,000 
transactions per file for a total of 69,000,000 
transactions. 

 

Background Flush of PreImage/Non-transaction Data Updates 

c-treeACE offers multiple levels of transaction protection for your data. Some applications do not 

require the recoverability full transaction support provides for performance reasons. However, 

these applications become quite vulnerable to data loss should system failure occur. If c-treeACE 

Server terminates abnormally, say from a power failure, updates to data and index files that are 

not under full transaction control are lost if those updates have not yet been written from c-treeôs 

in-memory data and index caches to the file system. The following factors typically reduce the 

number of dirty pages that exist: 
 

1. When an updated cache page is being reused, the updated page is written to the file system 
cache. 
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2. When all connections close a c-tree file, c-treeACE Server writes the updated pages to the 
file system cache before closing the file. 

3. An internal thread periodically checks if c-treeACE Server is idle, and if so it writes updated 
pages to the file system cache. 

However, the combination of using very large data and index caches, keeping files open for 

extended periods of time, and constant OLTP activity increase your likelihood that more dirty 

cache pages exist. 

This data vulnerability is now greatly reduced in such a way that allows YOU to define 

your window of vulnerability. Database administrators can balance performance needs with 

data safety guarantees to within secondsðor they can select immediate safety. 

To set a limit on potential loss of updates for non-transaction data and index files, c-treeACE 

Server now supports background flush (page 34) options to write dirty pages to the file system 

within a specified time period, limiting potential data loss for non-transaction data and index files. 

Performance tests have shown that with only a few seconds of data vulnerability, you can obtain 

the same great performance you are already accustomed to, but now with an assurance that 

much more of your data is secured to disk thereby substantially reducing your data vulnerability. 

 

See Delayed Durability Transaction Log Mode for Performance (page 24). 
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2.3 Replication and Distributed Servers 

Business challenges, such as high-volume data, dynamic marketing campaigns, and strong 

competition, have placed demands on IT infrastructure to provide data at an increasingly fast 

pace. Data must be available anywhereðin real timeðto provide information to stay competitive 

and ahead of the market.  

c-treeAMS replication has fast become the solution of choice for distributed database 

architectures. Real-time database synchronization provides peace of mind when maintaining and 

synchronizing a physically and logically separate copy of a database. Highly configurable, you 

decide which data is replicated and where. Typical solutions include: 

 

 Backend reporting and data warehousing 

 

Distributed data for horizontal scaling 

 

 Failover solutions for disaster recovery 
and high availability 

 

Replica environments for testing and 
validation 

 

Replication Solutions 

c-treeAMS Replication Management Studio (page 41) 

The Replication Management Studio gives 

you full control over your entire replication 

solution, easily handling complex topologies. 

A web-based view allows complete 

management of your total environment from 

within your browser. Templates simplify 

configuration. Point and click to fine-tune 

and manage your replication environment. 

 

Replication Agent 2.0  

The Replication Agent introduces a new, 

multi-threaded design: 

¶ Previously each connection needed 1 or 
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2 agentsðnow a single agent can service multiple c-treeACE connections, reducing 

overhead and simplifying deployment and administration.  

¶ Sets of files can be assigned to unique Replication Agents. Deploy multiple agents for greater 

parallel data throughput. 

¶ Event Notification for external agent event handling. 

¶ Ability to start at current source server log position makes it easy when re-synchronizing data. 
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2.4 No+SQL Integration Enhancements 

For over 15 years, FairCom has blended SQL and NoSQL into an integrated database. With over 

20 interface technologies providing full read/write access to your data, c-treeACE is the original 

multimodel database. V11 continues this advanced integration of SQL over NoSQL data with our 

unique No+SQL solutions. 

 

No+SQL Highlights 

Integrating SQL and NoSQL into a single database, c-treeACE delivers new capabilities that are 

not possible with any other database. With V11, we are expanding our full SQL capabilities over 

your NoSQL data with features such as the following: 

¶ Multi-Schema TableÊ support allows a single table with multiple record types to appear to 

SQL as multiple virtual tables, each with a single schema. This flexible combination of 

NoSQL data with SQL APIs is very powerful for blending the performance and control of 

NoSQL with the standards and ease of integration afforded by SQL. 

¶ The FairCom exclusive FILESET (page 51) feature allows for efficiently querying hundreds or 

thousands of physical files, eliminating the overhead of a SQL View. 

¶ SQL Data Arrays (page 53) unlock sub-records in scenarios where records may contain 

multi-schema data. An exclusive c-tree algorithm creates a virtual table for each sub-record 

type, allowing a SQL query to access this traditionally NoSQL data. Note: This technology is 

tightly coupled with, and dependent on, our customerôs proprietary data formats and requires 

close communication between our team and yours. Call your nearest FairCom office to 

discuss your proprietary data challenges. 
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2.5 Latest c-treeACE SQL Features 

c-treeACE SQL brings standards-compliant SQL to even your most non-SQL data. Youôve 

invested years in your successful c-tree applications. Now you can enjoy fresh new interfaces 

and capabilities while maintaining strong and proven c-tree foundations. Many applications are 

already reaping the benefits. And with that, many requests for extended SQL capabilities have 

been suggested. c-treeACE SQL V11 brings a list of great new features. 

Stored Procedure Development in the .NET Framework - C# 

SQL stored procedures and triggers are an easy and powerful way to move advanced logic into 

your server core, protecting investments in performance-sensitive processing while maintaining a 

centrally managed approach for long-term maintenance. Stored procedures fully encapsulate 

business logic for business rule enforcement. Triggers maintain database integrity directly at the 

database server level. 

c-treeACE SQL has long supported stored procedures, triggers, and user defined functions with 

Java for cross-platform development ease. 

Stored procedures are now available for your Microsoft Windows .NET development 

environment. Program your procedure in C# or any other .NET supported language. Seamlessly 

remain in your .NET environment while developing advanced server-side processing logic. With 

Visual Studio integration, it is easy to create, debug, and deploy your C# stored procedure code 

remotely. Your assemblies are deployed alongside c-treeACE SQL with a click of a mouse. 

 

See New Stored Procedure Development Frameworks (page 57). 
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NetBeans Plugin for Java Stored Procedure Development 

c-treeACE SQL now includes a Java NetBeans plugin (page 72) for advanced 

development potential. Take advantage of the complete NetBeans IDE in 

creating and maintaining new and existing Java stored procedures. Existing 

Java stored procedure investments can continue to be used with much easier 

maintenance and deployment capabilities. See NetBeans Plugin for Java. 

 

More SQL Enhancements 

c-treeACE SQL includes a list of many other big new additions for easier and enhanced SQL 

capabilities with your existing applications: 

¶ Entity Framework 6 (page 58) Support with ADO.NET 

¶ SQL Groups (page 57) for much easier user role management 

¶ Table Valued Functions (page 59) for dynamic calculated tables in queries based on stored 

procedure logic 

¶ Extended ALTER VIEW, ALTER TABLE, and ALTER INDEX Flexibility (page 59) for 

views, tables, and index management 

¶ Table Locks (page 60) for exclusive user access 

¶ Recursive Query (page 60) support for hierarchal ñtreeò-based queries 

¶ Scrollable Cursors (page 61) 

¶ And continued query optimizer improvements for ever faster performance 

Collectively, these great new SQL features bring enhanced administrative capabilities to new and 

existing applications. 
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2.6 Added Conditional Expression Support for Partitioned 

Files 

c-treeACE has supported advanced partitioned files for many years. A partitioned file logically 

appears to be one data file (and its associated index files). It is actually a set of files whose 

contents are physically partitioned by the value of a partition key that can be based on a rule or 

expression. By dynamically splitting data over multiple physical entities, it is much easier to 

quickly purge or archive volumes of data. 

 
 

With growing data volumes, this feature is becoming one of the most interesting scaling choices 

for database performance. One of the past limitations was a partition ñruleò for keys was hard 

coded into our server based on particular needs, typically by date range. 

c-treeACE has also long supported conditional expressions for advanced conditional indexing. By 

bringing our powerful built-in expression parser to partition rules, weôve extended conditional 

expressions to the creation of partitioned files. Now itôs easy to create partitioned files at will by 

defining your partition rule as a conditional expression when creating the file. 

An extended set of predefined functions allows extremely flexible rules. For example, partition by 

day of week, day of month, monthly, quarterly, or yearly. Partitioned Files are now a complete 

and easy ready-to-use feature for any deployment. 

Example 

To create a table partitioned by day of month (1-31): 

CREATE  TABLE  log_data  (timepoint TIMESTAMP, value VARCHAR(256));  

CREATE  INDEX  date_partition (timepoint) STORAGE_ATTRIBUTES 'partition=DAYOFMONTH(timestamp)';  

Itôs now that easy! (page 81) 
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2.7 Java Family Expands 

FairCom continues its dedication to cross-platform support and Java remains one of 

the strongest global standards in this regard. Java retains its position as the language 

of choice for distributed enterprise software development. V11 expands c-treeACE 

Java offerings (page 86), with multiple Java technologies for desktop to distributed 

enterprise solutions: 

¶ c-treeACE SQL JDBC - Type IV JDBC driver for industry-standard applications   

¶ c-treeDB JEE Enterprise Java Bean - Integrates c-treeACE as a Resource 

Adapter 

¶ c-treeDB Java - Fast NoSQL access to c-tree files  

¶ c-treeDB JPA Java Persistence API - NoSQL Java Persistence API manages data without 

the need to use SQL 

c-treeACE includes everything Java programmers require: 

c-treeACE SQL JDBC (page 90): c-treeACE SQL JDBC provides SQL access to c-tree files. The 

Java Database Connectivity (JDBC) API, the industry standard for database connectivity, 

provides a standard connection between Java and the c-treeACE SQL database engine. 

c-treeACE SQL JDBC provides an API that allows you to exploit Javaôs ñWrite Once, Run 

Anywhereò capabilities for applications that run on different platforms and access enterprise data. 

Use this JDBC support as part of your JPA Hibernate stack for SQL-oriented access as opposed 

to our unique record-oriented JPA described later. 

c-treeDB JEE (page 90): The c-treeDB JEE (Java Enterprise Edition) makes NoSQL methods 

available for enterprise-class, distributed applications, integrating multiple environments, such as 

mainframes and open systems, that require high-performance NoSQL access to c-tree data. 

FairCom JEE offers an implementation of an Enterprise Java Bean (EJB) Resource Adapter for 

JEE Application Servers such as Glassfish. It publishes c-treeACE NoSQL methods, which allows 

enterprise-class, distributed applications to view c-treeACE data as a registered resource. 

c-treeDB Java (page 90): c-treeDB Java makes non-relational access methods to c-tree files 

available for Java applications that need to access c-tree data with high throughput, performance, 

and low-level control. This API (commonly referred to as ñJTDBò for short) provides Java 

developers a unique record-oriented, NoSQL Java framework to manage data with the c-treeACE 

database engine. This interface offers the performance advantages of direct access to records 

while still allowing full Java access to the same data available through the industry-standard 

JDBC interface. c-treeDB Java is perfect for single-tier Java applications. 

c-treeDB JPA (page 88): The FairCom c-treeDB JPA (Java Persistence API) provides an 

object-oriented abstraction layer to manage data without the need to use SQL commands, which 

allows applications to be independent of any specific database. Unlike many SQL-based JPA 

implementations, such as Hibernate, FairCom uses our low-overhead, non-relational key-value 

interface technology for improved performance. 

 



V11: One Database. Countless Possibilities. 
 
 
 

All Rights Reserved 15 www.faircom.com 

 

 

 

 

 
 

 

And donôt forget, c-treeACE SQL supports development of stored procedures, triggers, and 
user-defined functions written in Java. Moving your business logic server-side not only improves 
performance, it also enforces business rules and allows for controlled updates as rules are 
maintained over time. V11 brings a new NetBeans IDE environment (page 72) to your Java 
stored procedure development platform. 

 

 
























































































































































