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FairCom Typographical Conventions 

Before you begin using this guide, be sure to review the relevant terms and typographical 

conventions used in the documentation. 

The following formatted items identify special information. 

 

Formatting convention Type of Information 

Bold Used to emphasize a point or for variable expressions such 
as parameters 

CAPITALS Names of keys on the keyboard. For example, SHIFT, 
CTRL, or ALT+F4 

FairCom Terminology FairCom technology term 

FunctionName() c-treeACE Function name 

Parameter c-treeACE Function Parameter 

Code Example  Code example or Command line usage 

utility c-treeACE executable or utility 

filename c-treeACE file or path name 

CONFIGURATION KEYWORD c-treeACE Configuration Keyword 

CTREE_ERR c-treeACE Error Code 
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1.  Introduction 

ñScale UP to c-treeACE Version 10ò 

c-treeACE V10 - Another Major Milestone from the 
Precision Database Engineers 

The FairCom team is pleased to present our tenth major edition 

of c-treeACE database technology. This release benefits from 

the extensive feedback from customers whose implementations 

you encounter every day. Whether you are using your credit 

card, shipping a package, picking up a lottery chance, or buying 

tickets for your favorite concert, you are supported by the power 

of c-treeACEðwe work closely with the vendors of these 

commercial applications around the world. 

FairComôs investment in this sophisticated database technology began over three decades ago. 

Today, the same core team retains this commitment to efficient technology. This longevity, 

consistency, stability, and level of expertise is evident in V10. 

We would like to thank our customers for their support. We owe you the credit for pushing us with 

your real-world demands. Our engineering team enjoys the technical challenges and the benefits 

derived from improving our products while servicing you. If you have not experienced direct 

contact with our technical team, we encourage you to do so. 

Precision engineering is what we do. FairComôs exacting engineering helps you deliver a 

precision product to your customers. FairCom provides a unique model not available from 

traditional database vendors. Many high-end production systems require this exceptional 

approach to get their job done. We start with proven high-quality database technology and the 

people who know this code. We add the ability for customers to engage in a close technical 

relationship with our experienced engineering team. The result is a precision engineered solution 

for your exacting needs. Your ability to work with us on special requirements results in insights to 

our products and better solutions for you. Whether the stipulation is more performance, an 

alternate non-relational data model, a port to a new platform, or your own unique specifications, 

we encourage you to take advantage of our engineering services.  

This new release is packed with innovations, improvements, and enhancements. 

So, whether you are a new c-treeACE user or a veteran code warrior, we encourage you to look 

at our latest efforts that ñScale Upò to the best work we have yet offered: c-treeACE V10.  

We thank you for your business. 

Sincerely, 

The FairCom Team 
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2.  V10.0 Highlights 

This section presents an overview of the 

enhancements in V10. If you are upgrading 

from an earlier release, see the appendices 

for important compatibility information: 

- Critical Production Updates (page 205) 

- Notable Compatibility Changes (page 

209) 

 

c-treeACE V10 features a newly improved, user-friendly activation 

mechanism. To activate it, see: 

- IMPORTANT: New Licensing & Activation (page 20) 
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2.1 Performance 

Scale UP to Enhanced Performance! 

Commit Read 
Lock optimizations 

Advanced hash 
lookups speed 
filename searches 

Unbuffered I/O 
bypasses file 
system cache 

Faster numbering 
of transactions 

Reduced memory 
suballocator 
contention 
scalability  

Reader/Writer 
Locks enhance 
synchronization 
efficiency 

Numerous SQL 
query 
optimizations 

Range search 
optimizations 

Unix 
shared-memory 
connections 

Reduced index 
node contention 

Critical Section 
Spin Count 
optimizations on 
Windows 

Reduced file 
header reads 

Intelligent file 
open/close logic 
for increased 
efficiency of file 
handlers  

Improved 
PreImage search 
of transaction 
hash entries 

 

30% Faster 
Transaction 
Throughput  

60% SQL 
Performance 
Improvement 

200% Better 
Replication 
Throughput 

26% Faster Read 
Performance 
Testing 

Test Environment: 
FairComôs cttctx load test 
utility simulating a record 
add / read / delete 
sequence on 23 files with 
indices. 

Test Environment: 
Benchmark Factory 
TPC-B 

Test Environment: 
FairComôs cttctx load test 
simulating a record 
add/read/delete on 23 files 
with indices then applying 
those changes to a target 
server on the same 
hardware. 

Test Environment: 
FairComôs cttctx load test 
utility simulating a record 
read sequence on 23 files 
with indices. 

Å 100 threads 
Å 10,000 iterations 
Å 1,000,000 transactions 

Å 20 threads 
Å 3 minute run 
Å 1.5GB File size 

Å 100 threads 
Å 10,000 iterations 
Å 1,000,000 transactions 

Å 100 threads 
Å 10,000 iterations 
Å 1,000,000 transactions 

Å Hardware: Dell PowerEdge, 16 Cores, 3.6 GHz, 32 GB RAM, Seagate ST3600057SS SCSI Hard Drive, 2 X 600GB, 15K rpm 

Å Windows Server 2008 R2 64-bit, Datacenter Service Pack 1 
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The considerable performance gains experienced with the V10 release are a result of astute 

profiling of the c-treeACE database engine internals. Scalability issues, bottlenecks, contention 

points, wait times, capacity sizes, as well as many other details were wholly critiqued through 

thorough profiling, testing, and extensive benchmarking. Additionally we encouraged and 

considered ñreal worldò feedback from customers. We are excited with the results and encourage 

you to adopt this V10 technology as soon as possible and experience these rewards. 

Later in these notes, the Foundations of V10 Performance Gains (page 125) section details the 

significant internal improvements within the c-treeACE core engine. Many are low-level internal 

changes and the combination of all these improvements resulted in overall higher c-treeACE 

performance with much improved scalability. The highlights are summarized below. The internal 

details are most applicable to those who wish to understand the depth behind the significant 

performance improvements in V10. 

FairCom has subjected our latest releases to extensive testing in areas of scalability and 

performance to leverage technological advances in todayôs operating systems and hardware 

platforms. We have achieved significant internal core engine performance improvements in the 

areas listed below. 

Synchronization Objects - Semaphore/Mutex: 

¶ Shared memory control 

¶ Reduced synchronization redundancies 

¶ Minimized internal contention of read/write queues 

¶ Profiled memory file inserts 

¶ Improved critical section spin count control 

¶ Reduced node contention in index key lock management 

¶ Efficiencies gained through native OS ñreader/writerò synchronization support 

Transaction Processing: 

¶ Faster Automatic Recovery 

¶ Faster Transaction Log processing 

¶ Faster assignment of Transaction Numbers 

¶ SAVE-POINT efficiency 

¶ Transaction Preimage performance gains 

¶ Dynamic Hash Bins: transaction entry search speed 

File I/O: 

¶ File Read-Only Open speed: Large number of open files 

¶ File Open/Close overhead: Leave files open 

¶ File name Hash List improvements 

¶ Faster internal user file control block handling 

Memory: 

¶ Memory sub-allocator scalability improvements 

¶ Memory sub-allocator adjustments for faster memory searches 

¶ Memory File Configurable Hash Bins: Improved 64-bit addressing 
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Locking: 

¶ Commit Read Locks: Significant performance gains; enhanced scalability 

¶ Exclusive Files: No lock overhead 

¶ Key-Level Lock optimizations 

More Advances: 

¶ User connection performance during a live backup: Dynamic Dump 

¶ Estimate Key efficiencies 

¶ Range search speed 

¶ Cache efficiency: Unbuffered I/O to bypass OS's file system cache 

¶ Read Header read: minimize need; increase speed 

 

Need more proof? For a detailed list of the development work we have done to bring you 

enhanced performance, see the section titled Foundations of V10 Performance Gains (page 

125). 
 

2.2 File Management 

Data Compression 

Data Compression has been implemented within the low-level record I/O. Recent challenges of 

larger file sizes, downsizing needs and migration compatibility from other systems already 

supporting data compression (as well as other customer requirements) drove our efforts on this 

core I/O enhancement. 

Data volumes are exploding, and, as a result, database file sizes are proportionately increasing. 

Managing large files remains an important consideration. Compressing data is a valuable 

technique to reduce this data storage challenge. As low-level data records are read from or 

written to disk, just before they are passed to the operating systemôs file system, c-treeACE now 

intervenes and compresses before writing and un-compresses after reading each data record. In 

some cases weôve observed compression ratios of 80:1 and more. 
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For more information, see the Data Compression (page 22) section later in this document. 
 

Partitioned Files - Major Performance Improvements 

 

c-treeACE V10 represents a major engineering milestone related to Partition File support. The 

ability to define criteria rules that direct data I/O to separate physical data files (partitions) is a 

powerful feature. 

An extensive focus on the speed and performance of partitioned files highlighted numerous areas 

for increased efficiency and performance gains. Improvements in internal indexing strategies 

resulted in significant performance overall. A number of other issues were also addressed. 

Global unique indices, range requests, alter table support, Windows/Unix time-stamp support, 

and partition administration have all been greatly improved. These enhancements are most 

evident when using c-treeACE SQL over a partitioned file. 

For those new to c-treeACE, a partitioned file logically appears to be one file (or more accurately, 

one data file and its associated index files); however, it is actually comprised of a set of files 

whose contents are partitioned by the partition key. Both data and index files are partitioned. This 

permits data with a defined range of values for the partition key to be rapidly purged or archived 

rather than a record-by-record delete within this range. For example, a single date range can be 

dropped with a single call. 

For more information, see Partitioned Files (page 25). 
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Multiple Record Formats 

Introducing a unique new feature you will not find 

with any other database vendor. We have added 

the ability to handle data files containing 

proprietary non-relational multiple data record 

formats and map them into a relational 

representation. This provides the ability to 

operate on that data from our SQL layer, 

opening your unique file formats to industry 

standard SQL. 

Many users have taken advantage of the 

flexibility of c-treeôs ISAM or Low-Level 

record-oriented interface and defined their own 

data record layouts. In many cases, these layouts do not conform to a relational model required 

by SQL. Proprietary data types, multiple record types based on ñrecord typeò flags, are common 

in many specialized c-tree applications. Now, with our support to handle this type of non-relational 

data, we can convert data formats at runtime and map non-relational data into a relational model 

ñon-the-flyò and access this data via SQL. You retain the original applicationôs ability to operate on 

the data as your actual data is not modified. 

We have also implemented this technology in our COBOL product. Many COBOL applications 

have this type of record-oriented (ISAM) data and require access to SQL without exporting / 

importing to an alternate SQL database. c-treeACE SQL can operate over this native original 

data. 

For more information, see Multiple Record Formats - c-treeDB Virtual Tables (page 33). 
 

Data Filter Stacks 

A significant extension to existing data record filter support takes filtering to a new level. Now you 

can ñstackò data record filters over the same data file. Layering conditional expressions at 

run-time provides extensive power. 

Often in an applicationôs logic, data read requirements might be located in different areas of your 

code and necessitate different criteria. You might establish a data filter in one location and need 

additional filtering elsewhere. Say you establish a filter based on user at logon, then later in the 

application, a date is introduced. With the ability to ñstackò your data file filters, you can add the 

required filter when you need it. 

Filters provide an efficient way to mask what you see in a file: 

¶ Powerful regular expression support for filters 

¶ Stack multiple data filters on the same file 

¶ Conditional expressions: reference any section of the record (offset, length) 

¶ Create a filter when no schema is defined in the file resource (no DODA) 

¶ Filter user-defined callbacks 

¶ Permanent System-Wide File Filters 

¶ Fast low-level (server-side) compare routines 
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For more information, see Data Filters (page 37). 
 

New Result Sets 

Our ñResult Setsò feature (c-treeDB layer) is a smarter and more convenient way to set filters. 

The ñresult setò handle is allocated for a specific table handle and it is then possible to add one or 

more criteria. Once the ñresult setò has all the criteria added, it can be turned on and off for any 

record handle that is allocated for the same table handle that already owns the result set. See the 

section titled c-treeDB C and C++ (page 87). 
 

Transaction Processing 

Independent Parallel Transactions 

The ability was added to perform a unique type 

of transaction. This special case feature is an 

extension to traditional database transaction 

processing. After you ñbeginò a transaction 

(Transaction A), and perform operations, you 

may now ñbeginò what we call an Independent 

Parallel Transaction (Transaction B). When this 

secondary transaction is committed or aborted, 

only the operations performed within it are 

affected. Operations performed within the 

primary transaction (Transaction A) retain their 

traditional scope. 

This allows you to perform a transaction that is 

not necessarily part of the atomicity 

requirements of the primary transaction. If the 

primary transaction is aborted, the Independent 

Parallel Transaction will not be reverted. One 

could also abort the secondary transaction as a clever technique to clean up and remove temp 

files created by it. 

For more information, see Independent Parallel Transactions (page 42). 

Automatic Recovery 

Advances in Automatic Recovery ensuring integrity of your data include: 

¶ Improved Performance - A number of improvements to the performance of Automatic 

Recovery are included in this release. 

¶ Redirecting filenames during automatic recovery - c-treeACE now supports a file 

originating in one directory structure to be repositioned into another directory location during 

automatic recovery. 

¶ Automatic Recovery Details - Automatic Recovery is used to bring transaction controlled 

c-tree data and index files back to a consistent state in the event of an unplanned server 

outage. The recovery process occurs over several phases. Various details of these phases 

can now be observed with the RECOVER_DETAILS YES server configuration option. 
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¶ Additional Recovery Logging - c-treeACE recovery has been further modified to enhance 

the logging of details with additional messages specifying phase and progress during the 

automatic recovery process. Index recomposition can frequently be a phase that takes the 

longest amount of recovery time. As it is useful to know the proceedings of this phase, 

specific messages are now output describing the status of this phase, and the index member 

involved as it occurs. 

For more information, see Auto Recovery (page 43). 

Additional enhancements to Transaction Processing include: 

¶ Global transaction number threshold warnings 

¶ Increased number of SAVEPOINTS 

¶ Prevent excessive accumulation of transaction logs 

¶ Avoid overlapping Checkpoints 

¶ Deferred Transaction File Number Assignment 

¶ And many more... 
 

Replication 

High Speed Availability 

The c-treeACE database engine provides 

a flexible set of facilities for data 

replication between servers. This 

replication mechanism is implemented 

through transactional replication, where 

replication is based upon the transaction 

logs maintained by a c-treeACE 

database engine. Changes are read from 

the transaction logs of one c-treeACE 

database engine and applied to another. 

Many models of replication exist to solve 

various data access, performance, and 

business continuity strategies including, 

and certainly not limited to: 

¶ A single master/slave model for 

failover and backup 

¶ The active-active model for performance, load balancing and redundancy 

¶ A single master with multiple slaves model for local performance with a central repository 

Several c-treeACE replication utilities are provided to monitor, troubleshoot and benchmark the 

replication process. Deployment of some replication features requires additional licensing. We 

encourage you to contact us and permit our team to help with your replication requirements. 
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Improvements in the Replication Infrastructure 

Replication is an important technology. Current c-treeACE replication support is implemented at 

the low-level transactional layer. Designed as a high-speed replication engine, it is intended to 

support high availability, redundant resources, improved reliability, and add fault-tolerance. We 

offer a solid infrastructure and provide engineering expertise to guide customers in implementing 

this technology. Significant advancements complement this release, including: 

¶ Replication Agent supports mapping data files on a source server to different filenames on a 

target server 

¶ Support for running the Replication Agent as a Windows service and writing to the Windows 

event log 

¶ Added pause/resume options to the Replication Agent 

¶ Persisted replication states allow the Replication Agent to maintain the last committed 

transaction applied to the target 

¶ Support replication of compressed data 

¶ Support replication of partitioned files 

¶ Improved Replication Agent exception handling with failed file opens 

¶ Options added to specify maximum attempts to lock a record and how long to sleep between 

attempts 

¶ Support for replicating serial segment (SRLSEG) data and IDENTITY fields 

For more information, see Replication (page 49). 
 

Database Backups 

Dynamic Dump Changes 

Additional improvements to c-treeACE 

backup technology include: 

¶ Mask Routine Dynamic Dump 

Messages in Status Log. 

Normally a dynamic dump writes 

the names of all the files it backs 

up to the c-treeACE Server status 

log. A new option can be specified 

to suppress the logging of file 

names backed up by a dynamic 

dump operation reducing the 

amount of logged information. See 

Mask Routine Dynamic Dump 

Messages in CTSTATUS.FCS 

(page 57). 

¶ Ability to Kill Dynamic Dump 

Threads. It is now possible to 

terminate a dynamic dump thread 

waiting for a scheduled dump time. 

See Improvements in Backup/Restore (page 56). 
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¶ Enhanced Logging of Dynamic Dump Status Messages. The dynamic dump process can 

now log the names of the files it backs up to the SYSLOG file. See Enhanced Logging of 

Dynamic Dump Status Messages (page 57). 

¶ Examine Dump Files Utility now displays contents for files over 4GB. See ctidmp Examine 

Dump Files Utility (page 116). 

¶ Segmented File issues related to Dynamic Dumps have been addressed. 

 
Volume Shadow Service (VSS) 

VSS is a Microsoft technology built into the Windows operating system that allows applications to 

access a ñpoint-in-timeò snapshot of a logical drive. 

This service allows taking manual or automatic backup copies or snapshots of data. Snapshots 

have two primary purposes: they allow the creation of consistent backups of a volume, ensuring 

that the contents cannot change while the backup is being made; and they avoid problems with 

file locking. 

By creating a read-only copy of the volume, backup programs are able to access every file 

without interfering with other programs writing to those same files. 

c-treeACE now supports VSS through its VSS writer which controls how c-treeACE data is set to 

a consistent state at the beginning of a VSS operation and maintains that consistency throughout 

the process. 

The VSS writer has been added as an integral component of the c-treeACE Server for Windows. 

This component is supplied as a Windows dynamic link library (c-treeACEVSSWriter.dll) and can 

be optionally loaded by the c-treeACE Server at startup. 

For more information, see Volume Shadow Copy Service (VSS) Integration (page 53). 
 

Segmented Files 

Segmented Files allow a single c-treeACE data file to span multiple hard disk volumes. Several 

internal issues were addressed related to non-transaction processed files, un-buffered I/O, and 

compacting file segments. For more information, see Segmented Files (page 60). 
 

2.3 Core Enhancements 

Quiesce Server Activity 

Additional improvements benefit the powerful ability to suspend (quiet or quiesce) c-treeACE 

Server operations and later re-enable them. This allows administrators to perform maintenance or 

other on-demand activities without having to stop an application. Users are temporarily held back 

from operations. Files can be readily accessed for backup, especially useful for hardware-based 

disk snapshot utilities. See Quiesce (page 70). 
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Shared Memory for UNIX 

The c-treeACE Server and c-treeACE clients now support a shared-memory communication 

protocol on Unix systems. When c-treeACE detects a request to connect from the same machine 

as the client, it first attempts to connect using shared memory instead of TCP/IP. The 

shared-memory communication protocol on Unix systems has excellent performance results on 

most systems over TCP/IP. See Inter-Process Communications - Shared Memory for Unix 

(page 62). 
 

Broadened Auto-Numbering Support 

Sequential numbering is a requirement for many applications. Accounting data is a particularly 

heavy application usage with respect to invoices, quotations, and other receivables and payables 

documentation. c-treeACE offers two new methods of automated numbering. 

Consider global operations against multiple servers that require a single numbering scheme. This 

requires a persisted pool, and indeed, many c-treeACE applications have implemented their own 

unique solutions. c-treeACE V10 introduces a generic method to create, maintain, and access 

multiple sources of sequential numbers through a new persisted Sequence (page 68) feature. 

An auto-incremented IDENTITY field has also been added. Specify the base and increment for a 

numeric field and each time a new c-treeACE record is added this field is updated. For more 

information, see Auto-Numbering Support (page 66). 
 

2.4 Security 

c-treeACE services mission-critical applications in such sensitive 

industries as banking, finance, and health care. The increasing 

demand to provide users with highly secured access to systems and 

data continues to impact developers in these and many other 

industries. Providing the necessary security required to safeguard 

mission-critical data is crucial. 

In our ongoing reviews we have implemented additional defenses for 

securely storing and transmitting your data as follows: 

¶ Advanced encryption master key length has been increased from 

128 to 256 bits. c-treeACEôs advanced encryption uses a master 

encryption key to encrypt the following items using the AES cipher: a) the security resource in 

c-treeACE data and index files b) the encryption key in the transaction log file header. We 

also use a 256-bit key to encrypt the transaction logs and the FAIRCOM.FCS user 

information file. 

¶ Added a master encryption key store. Support was implemented for specifying a file from 

which to read the master encryption key.  

¶ Tighter security restrictions prevent a member of the ADMIN group from changing the 

password of the super administrator account. Prior to this change, c-treeACE allowed ADMIN 

group users to change the password for any ADMIN user account, including the super 

ADMIN account. 
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For more information, see Security ñLockdownò (page 76). 
 

2.5 More Features 

Thread Impersonate - This advanced feature supports a connection impersonating another 

connection. The c-treeACE Server maintains a separate thread for each connected client. Each 

server thread has its own internal ñOwner IDò to maintain the context information related to that 

user/connection. A new API can be called to evoke a connection to impersonate another 

connection. 

c-treeACE listens on two separate communications ports: one for SQL, and another for ISAM 

connections. When a SQL client connects, it has its own server thread/context. When an ISAM 

client connects, it has its own server thread/context. Customers requested both the SQL and 

ISAM operations to be coordinated under a single database transaction which was not previously 

possible within the same transaction context. 

A user may now connect a SQL client and an ISAM client and then indicate to the server that the 

ISAM client wants to impersonate the SQL client. On the server-side, both connections use the 

same ñOwner IDò allowing the server to view them as the same thread/context. Sophisticated 

users can now have SQL and ISAM code intermingled within the same code/database 

transaction. This is a great technique to gain performance advantages when a well-crafted ISAM 

call is preferable to SQL query overhead. 

Thread Impersonate is an advanced feature that requires careful implementation. For more 

information, see Thread Impersonate - Connection Impersonating Another Connection 

(page 69). 

Memory Files - Exceptional 

in-memory file and index support 

offers blazing I/O speeds. We 

have improved this performance 

even more in this release. 

Concurrency of operations on 

memory files is improved when 

adding records. Also, on 64-bit 

systems with memory address 

values over 4GB, an alternative 

hash function has been 

implemented that improves 

overall performance. See 

Memory Files (page 60). 

Distinct Key Counts for 

Duplicate Index - To optimize 

SQL queries, a more precise 

estimation of the duplicate index 

selectivity was required, which implies knowing how many distinct keys there are in an index 

allowing duplicates. Counting distinct partial key values on indices improves the index selectivity 

calculations and results in overall improved performance of c-treeACE SQL. See Distinct Key 

Counts for Duplicate Index (page 59). 
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Diagnostics and Monitoring Improvements - Including disk-full conditions, memory allocation 

tracking, run-time control over low-level file I/O diagnostics, improved internal statistics available 

from the SnapShot API call and ctstat utility. 
 

2.6 Platform Support 

 

 

Supported platforms include: 

¶ Windows Vista through Windows 8; Visual Studio 6 & 2003 through 2012 

¶ HP Unix (HP-UX) 

¶ IBM Unix (AIX) 

¶ Solaris 

¶ QNX 

¶ SCO 

¶ Linux 

¶ FreeBSD 

¶ Apple v10.0 through v10.8 
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2.7 Interface Technology 

 

 ISAM 

Indexed Sequential Access Method (ISAM) record access technology 

has been proven over many years. It remains a technology of choice for 

high-performance applications due to its high throughput and low cost of 

maintenance. 

SQL 

Structured Query Language (SQL) refers to any database 

management technology that utilizes this ANSI/ISO industry-standard 

access method. 

Best of Both Worlds 

FairComôs unique competitive advantage is in providing both ISAM and SQL access to data 
concurrently. By providing interfaces directly into the ISAM storage engine, a developer can avoid 
the performance overhead of SQL processing. This unparalleled flexibility allows application 
developers to choose the degree of relational control they require to efficiently implement their 
requirements. The end result for you is the best possible performance with the richest feature set. 

For information about enhancements in the many interfaces supported by c-treeACE, see 

Interface Developments (page 82) and c-treeACE SQL Advances (page 93). 



V10.0 Highlights 
 
 
 

All Rights Reserved 16 www.faircom.com 

 

c-treeACE SQL 

c-treeACE SQL provides a high-performance SQL interface into the 

proven core of the c-treeACE Server. Tailored for high volume 

production environments, the c-treeACE SQL Server includes 

optimizations such as sophisticated query rewrite techniques to 

improve nested query performance and join-order optimization to 

improve performance of queries joining many tables. c-treeACE SQL 

extensively caches and buffers information for maximum transaction 

and query throughput. 

Because c-treeACE SQL is built on the same core technology as the 

c-treeACE Server, you get all of the performance and features that 

distinguish c-treeACE with the additional benefits of a functionally-complete SQL interface 

compatible with SQL-92, ODBC 3.0, and JDBC 3.0 standards. 

c-treeACE SQL provides embedded SQL and interactive SQL utilities, as well as ODBC, JDBC, 

ADO.NET, PHP, and Python drivers. c-treeACE SQL also supports stored procedures, triggers, 

and user-defined functions utilizing the powerful and extensible Java language. 

FairComôs c-treeACE SQL supports most of the major platforms including Windows, Linux, Mac 

OS X, HP-UX, Solaris, and AIX. Additional ports to other operating systems are constantly 

ongoing, so please contact FairCom for the latest status of your operating system of choice. 

Notable SQL Features 

¶ LONG character and binary fields (up to 2GB) 

¶ Stored Procedures, Triggers, and User-Defined Functions 

¶ Recursive views 

¶ GRANT and REVOKE support at the column, table, and view level 

¶ Utilities for importing data 

¶ Easily integrated into Visual Studio and ADO.NET Entity Framework  

¶ Graphical tools for database creation and management 

 

For more information, see c-treeACE SQL Advances (page 93). 
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2.8 New Java Development 

Java is a recognized industry-standard, cross-platform development environment designed to 

meet the challenges of application development in the context of heterogeneous, network-wide 

distributed environments.  

FairCom has several exciting new projects under development involving Java: 

JTDB 

The c-treeDB Java, JTDB,  native Java interface utilizing the c-treeDB 

paradigm. This is a record oriented c-treeACE interface providing advanced 

flexibility to the Java developer. This record-oriented c-treeACE interface 

utilizes the simplified concepts of sessions, databases, and tables in addition 

to the standard concepts of records, fields, indices, and segments. It allows 

Java applications access to data with the same high throughput rates 

previously only available to C, C++, and .NET applications. 

JEE 

The FairCom implementation of a Resource Adapter for JEE Application Servers (Jboss, 

Websphere, Weblogic, Tomcat). This JEE adapter publishes c-treeACE ISAM methods making 

them available for applications using Enterprise JavaBeans (EJB) deployed on an application 

server framework. It allows these applications to view c-treeACE data as a registered resource. It 

is used for enterprise-class, distributed applications integrating multiple environments, such as 

mainframes and open systems, requiring fast ISAM access to c-treeACE data. 

JPA 

The Java Persistence API (JPA) is a Java programming language framework managing relational 

data in Java programs. This framework allows Java developers to abstract their data interactions 

without writing specific data I/O commands of any kind. It allows applications to be independent of 

the platform and database and creates a fully abstract, 100% object-oriented implementation of 

that infrastructure. Common JPA implementations, such as Hibernate, map data interactions to 

SQL commands and use an RDBMS to persist the data. FairCom offers a unique implementation: 

Instead of mapping to SQL, we map to our ISAM interface, which uses fewer resources and 

improves performance. The FairCom JPA can replace Hibernate and the RDBMS in any 

application that has been developed using this architecture with minimal changes in the Java 

code. It is worth noting that FairCom also supports a generic dialect of Hibernate and other SQL 

JPA implementations through our c-treeACE SQL/c-treeACE SQL JDBC interface. 

Java Tools 

FairCom now offers Java versions of its tools, providing cross-platform compatibility. See the GUI 

Tools (page 97) section of this document for more about the rich set of tools FairCom offers. 

 

If you are interested in putting any of these technologies to work for you, please contact FairCom 

Sales. 
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2.9 Updated & Improved Tools 

Java Tools for Every Platform 

Å Same look and functionality as c-treeACE .NET Tools 

Å Cross platformðWindows, Mac, Solaris, AIX, Linux & Unix 

Å Combined ISAM & SQL views 

From the lowest-level ISAM data file diagnosis to complex SQL 

queries, c-treeACE has a tool for the job. 

c-treeACE has extended its tools offering to include alternative 

platforms. By authoring the tools in Java, many new platforms 

can be utilized, including Mac and Linux. These Java-based 

tools have been written to completely match the look and 

functionality of the original .NET-based Windows tools, with 

many new feature additions. 

Å ISAM search by key value 

Å Open external tables 

Å XML data output 

Å And many more... 

 

Development 

Quickly design and modify tables and 

indexes. ISAM Explorer provides additional 

control. Execute build scripts from SQL. 

Å c-treeACE ISAM 
Explorer 

Å c-treeACE SQL Explorer 

Å c-treeACE Load Test 

Administration 

Easily manage and configure user security. 

Analyze status logs and view current system 

performance. 

Å c-treeACE Security 
Administrator 

Å c-treeACE SQL Query 
Builder 

Å c-treeACE Status Log 
Analyzer 

Å c-treeACE Performance 
Monitor 

Monitoring 

Proactively monitor your system with graphical 

ease. Select only the statistics you require. 

Over 250 metrics available to monitor. 

Å c-treeACE Gauges 

Å c-treeACE Monitor 

Å c-treeACE Performance 
Monitor 

...PLUS 

.NET Tools for Windows 

Å Native .NET 

Å 32 and 64-bit support 

Command Line Flexibility 

Donôt forget! Over 30 scriptable command line tools are included making nearly 

any administrative task possible. Utility source code is also included allowing 

you to custom tailor any tool to your exact needs. 

 

For more information, see GUI Tools (page 97) and Command-Line Utilities (page 104). 
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2.10 c-treeRTG COBOL Edition 

FairComôs c-treeRTG COBOL Edition is a 

sophisticated file system designed as a 

replacement for the default file systems available 

with COBOL. 

The basic functionality provided by many of the 

default COBOL file systems is in some cases 

unable to satisfy modern application needs. Often 

developers are forced to migrate to complex and 

expensive relational systems. These systems may 

place a heavy impact on the COBOL application 

both in terms of performance and code 

modifications. 

The FairCom solution maintains the simplicity of 

the standard COBOL file system interface while 

offering COBOL developers high-end database 

technology and additional features such as 

transaction processing and a client/server model. 

Existing applications integrate with c-treeRTG 

COBOL Edition without the need to recompile. In 

fact, c-treeRTG COBOL Edition has been 

implemented to fit ACUCOBOL-GTôs and Micro 

Focus ExtFH architectures, providing an easy 

replacement to the default file system. Developers have the flexibility to choose which file system 

to use on a file-by-file basis. 

In addition, c-treeRTG COBOL Edition transparently allows access to data from your COBOL 

application through SQL and other FairCom interfaces such as ODBC, JDBC, and ADO .NET 

drivers. 

c-treeRTG COBOL Edition is sold separately. For more information, visit the COBOL page at 

www.faircom.com (http://www.faircom.com/). 

 

 

http://www.faircom.com/
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3.  IMPORTANT: New Licensing & Activation 

c-treeACE V10 features an improved, more 

user-friendly activation process. The new 

licensing and activation process is 

described in this section. You will need to 

use the procedures in this section to activate 

your c-treeACE V10 release. 

 

3.1 V10 Licensing Mechanism 

The License Authorization File is a binary file containing unique licensing information assigned 

by FairCom. This licensing information permits the c-treeACE Server technology to operate on a 

specified operating system, to support specific features, to support a fixed number of concurrent 

users and/or connections to the c-treeACE Server technology, and to utilize a fixed number of 

CPUs on the host machine.  

The license file is named ctsrvr-<SN>.lic where <SN> is the unique Serial Number assigned to 

your server instance and provided by FairCom. This file will need to be properly placed in the 

same directory where the c-treeACE Server binary is located, for example: 

C:\FairCom\V11*\<platform>\bin\ace\sql\ 

An example developer license is shown below: 

<?xml version="1.0" encoding="us - ascii"?>  

<ctlicense version="2">  

  <version>11</version>  

  <serial>39000010</serial>  

  <OEM>1</OEM> 

  <lictype>Development</lictype>  

  <cpus>2</cpus>  

  <servtype>ALL (Standard -  SQL)</servtype>  

  <users>32</users>  

  <private>EDE . . . QGP</private>  

  <checksum>LE47LG9DNM06IA30CGAFFO00NMCEJL59</checksum> 

</ctlice nse>  

 

Note that you can read the most relevant sections of this XML file in plain text regarding serial 

 

 




























































































































































































































































































































































































